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Chapter 10: The t Test For�
Two Independent Samples


Independent-Measures Designs

•  The independent-measures hypothesis test allows 

researchers to evaluate the mean difference between 
two populations using the data from two separate 
samples.  


•  The identifying characteristic of the independent-
measures or between-subjects design is the 
existence of two separate or independent samples.  


•  Thus, an independent-measures design can be used to 
test for mean differences between two distinct 
populations (such as men versus women) or between 
two different treatment conditions (such as drug 
versus no-drug).  
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Ho:  µ1 - µ2 = 0 
(No difference between the population means)


H1:  µ1 - µ2 ≠ 0 
(There is a difference between the pop means)
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Final Formula for Independent t
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1. 
 
Ho:  µ1 - µ2 = 0 
(No effect of…)


 
H1:  µ1 - µ2 ≠ 0 
(Effect…)
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Do mental images help memory?


•  40 pairs of nouns 

–  (dog / bicycle, lamp / piano, etc.)


•  2 groups (or samples)

–  1.  Memorization (control)

–  2.  Imagery (experimental)


•  Subsequent memory test
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Assumptions Underlying the 
Independent-Measures t statistic


1.  The observation within each sample must 
be independent


2.  The two populations from which the 
samples come must be normal


3.  The two populations from which the 
samples are selected must have equal 
variances - homogeneity of variance
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Homogeneity Assumption:  How do we 
know when we have violated it?


1.  For small samples (n < 10):

•  If one of the sample variances is more than 4 

times larger than the other


2.  For larger samples:

•  If one of the sample variances is more than 2 

times larger than the other
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